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Abstract 

Phosphorylation is a post-translational modification process plays a critical role in the regulation 

of many cellular processes, including viral infection for example SARS-CoV-2. The SARS-CoV-

2 is the virus responsible for causing the COVID-19 pandemic. The identification and 

characterization of phosphorylation sites on SARS-CoV-2 proteins could provide valuable insights 

into the mechanisms underlying the virus's pathogenesis and may lead to the development of new 

therapeutic strategies for COVID-19. The development of computational predictors for 

phosphorylation site identification has received remarkable attention recently, however these 

methods limited to find phosphorylation sites in SARS-CoV-2-infected host cells. Viral-host 

protein-protein interactions cause alterations in phosphorylation and may influence host protein 

subcellular localization. In this work we proposed a predictor called 2Deep-IPs using two-

dimensional convolutional deep neural network (2D-CNN) for identification of particular 

phosphorylation sites. We extracted the amino acid composition-based features from protein 

sequence by using dipeptide deviation from expected mean (DDE) descriptor. Further, we used 

shapely additive explanation’s (SHAP's) algorithm to rank the effective attributes that adequately 

contain crucial biological information. The proposed model outperformed on top 15 high ranked 

features. The empirical outcomes of 2Deep-IPs based on 10- fold cross-validation achieved 

accuracy score 96.71, Sen score obtained 94.46 and Spec score obtain is 99.69 and MCC score 

obtain 0.939. The results analysis based on independent datasets achieved accuracy score 95.70, 

Sen score obtained 97.83 and Spec score obtain is 91.89 and MCC score obtain 0.782, respectively. 

Thus, the anticipated results reveal that 2Deep-IPs outperforms other phosphorylation sites 

predictors both on cross-validation and independent test respectively. We hope that the proposed 

Deep-IPs will provide in-depth knowledge to other methods that can be used to predict general 

phosphorylation sites. 
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Introduction 

A highly contagious and pathogenic coronavirus that developed in late 2019 has led to a pandemic 

called "COVID-19 2019", an acute respiratory disease, which is a huge health and socioeconomic 

problem [1, 2]. Similar to the severe disease brought on by SARS-CoV-2, severe coronavirus 

disease 2019 (COVID-19) is characterized by immediate respiratory distress and excessive 

inflammation that can result in respiratory failure, multi-organ failure, and death. The coronavirus 

pandemic is a highly contagious and highly pathogenic disease. Research on phosphorylation has 

increased dramatically over the past few decades as a result of the importance of phosphorylation 

in comprehending biological systems of proteins and providing advice for the design of 

fundamental therapeutic drugs. And numerous attempts have been made to locate phosphorylation 

sites using experimental techniques and computational prediction tools [3]. Although there is a lot 

that can be inferred about SARS- CoV-2 based on similarities to SARS-CoV-2, SARS-CoV-2 is 

a novel coronavirus with special traits that aid in its pandemic-scale propagation. SARS-CoV-2 

infection is typically asymptomatic, unlike SARS-CoV, especially in the younger population [4-

5]. By assessing changes in protein abundance and phosphorylation, the pathway of pathogenesis 

can be elucidated [6], providing a powerful tool for proteomic approaches. To explore the 

relationship between SARS-COV-2 and host cells, [7] described a system of interaction groups, 

proteomes, and signaling processes. To demonstrate a significant response of phosphorylation in 

host and viral proteins, Miao, M., et al. [8] presented a quantitative, mass spectrometric, 

phosphoproteomic study of SARSCOV-2 infection in Vero E6 cells. Klann et al. [9] studied 

phosphorylated proteome change signals using the CACO-2 human cell system for SARS-CoV-2 

infection. Hekman-metal [10] conducted quantitative SARS- CoV-2 infection phosphoproteomic 

studies on iAT2 cells to utilize the infection and pathogenesis process.  And rapid output Mass 

spectrometry methods can precisely identify phosphorylation sites, yielding a huge number of 

examples of phosphorylation. Traditional experimental techniques, however, require a lot of work 

and time, especially when used to verify a large number of potential phosphorylation sites. 

Alternatively, computational methods are gaining popularity as a means of overcoming the 

limitations of experimental tactics. Few attempts have been made to investigate the 40 

computational techniques that have been developed to date for locating phosphorylation sites, and 

a sizable portion of them are based on machine learning algorithms, such as  Support Vector 

Machine (SVM),, Bayesian decision theory, logistic regression and Random Forest [11]. In 

combination with enhanced logistic regression model, Quokka used various sequence 

measurement functions to predict phosphorylation sites [12]. In GPS 5.0, after identifying 

phosphorylation weights, two new techniques, namely position weights determination and matrix 

scoring optimization, were used to adopt logistic regression method [13]. Although these methods 

can accurately predict the performance of phosphorylation sites, "feature engineering" involves 

manual patterns, which may result in skewed features [14] being limited. Deep learning is a 

feasible and attractive way to solve this problem. Deep learning has obvious benefits over the 

laughable "feature engineering" of traditional engineering methods. It can automatically construct 

complex patterns and obtain highly abstract information from training information. For example, 

MusiteDeep uses the input of raw sequence data and the use of CNNs to predict phosphorylation 

sites with new two-dimensional attention mechanisms [15]. CapsNet has created a multi-layer 

NETWORK of CNN capsules to identify proteins after altered sites and has provided several 

excellent capsules that describe biologically relevant properties [16]. DeepPSP has constructed a 

deep neural network based on global and local information to predict phosphorylation sites [17]. 

These methods are superior to typical machine learning methods that use only raw sequences. 

However, in host cells infected with SARS-CoV-2, there is no special deep learning structure to 

recognize phosphorylation sites. When SARS-CoV-2 vaccination and infection were combined 

with past exposure to other human coronaviruses, a 15-amino acid stretch of the SARS-CoV-2 
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spike glycoprotein was found to elicit significant T-cell reaction [18]. An immunodominant 

coronavirus specific peptide epitope may be generated from the corresponding peptide sequence, 

which is found in the spike glycoprotein fusion domain and may be present in various HLA alleles. 

Previous research [19] has supported the hypothesis that Follow-up experiments confirm the 

findings. The DEE deploy features extraction algorithm, the amino acid composition AAC 

algorithm, and the pseudo amino acid composition PseAAC algorithm have all received significant 

attention from researchers. To better predict anticancer peptides, we introduce a new deep 

learning-based method here called ACP-2DCNN. Dipeptide deviation from expected mean (DDE) 

is used to extract relevant features, and a two-dimensional convolutional neural network is used 

for model training and prediction (2D CNN) [20]. Here, we provide a new proposed method 

structure, called DeepSARS-CoV-2-IPs 2D-CNN, which includes the Two-Dimensional 

Convolution Neural Network (CNN) that reliably predicts the phosphorylation sites of SARS-

COV-2 host cells (Figure 1). We have generated a number of independent data sets to evaluate IPs 

2D-CNN performance. The results show that the recognition ability of general phosphating sites 

is very strong through word combination and IPs 2D-CNN structure. We believe that the proposed 

2Deep-IPs based on 2D-CNN architecture can also better address the additional difficulties in 

bioinformatics than earlier solutions. In addition, we present an early example of popular word 

2D-CNN methods in biological sequence analysis and may highlight the challenges of other 

biological predictions. 

Materials and methods 

Data collection and preparation 

In this study, literature collection was conducted at the experimental test site for human A549 

SARS-CoV-2 phosphorylation [21] including SARS-CoV-2 10474 phosphorylation sites.  The 

experimentally confirmed phosphorylation sites of SARS-CoV-2-infected human A549 cells were 

taken from the literature for this work [21].  A considerable datasets similarity redundancy [22] of 

research has employed the CD-HIT program that removed the similarity [22] with a ratio of 30% 

sequence consistency standard to reduce redundant sequences for protein phosphorylation and 

prevent model overplay. The processed protein sequences were cutoff 33-residue-long sequence 

pieces with S/T or Y in the middle to make comparisons with other phosphorylation site prediction 

algorithms easier. The fragment is defined as positive if the central S/T or Y is phosphorylated, 

otherwise it is defined as a negative sample [23-24].  We used in cross-validation that means 

(Training sets) datasets 4308 positive samples, 4308 negative samples, S/T sites were obtained and 

then independent tests datasets 1079 positive samples, 1079 negative samples, S/T sites were 

obtained [25-26]. Meanwhile, in the deep learning scenario of sequence analysis, a general 

performance evaluation technique is implemented to separate the data set into strictly deployed 

training sets and conduct on independent tests at a random ratio of 8:2. In the Table 1 provides a 

detailed description of the datasets. The sample was sequenced positive for the SARS-COV-2 

specific protein, and one was sequenced negative, but no definitive link was identified. Positive 

and negative samples were randomly selected and balanced with different test datasets. In this 

study, only proteins relevant to humans were studied, but the unified Swiss-Prot online database 

containing different species was used. 
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Table 1. The training set and independent testing set of the benchmark datasets of the S/T 

sites were partitioned at random in the ratios of 8:2 respectively. 

Data Types Residue 

type 

Positive samples Negative 

samples 

Total Data 

Points 

Cross-Validation 

(Training)  

S/T 4308 4308 8616 

Independent (Testing) S/T 1079 1079 2158 

     

 

Feature extraction for phosphorylation sites 

The current perception also involves extracting features as a key step in the method configuration; 

That is, information about protein sequences is converted into integer data as with probability 

matrix. There [27] is limited research investigating distributed into two subtypes: dipeptide 

deviation extracted from the predicted mean (DDE). A two-dimensional vector score matrix 

consisting of 20 × 20 features length image matrix is obtained and extended to a vector. Instead, 

an efficient measurement matrix is designed, and a compact function is obtained by random 

projection. Therefore, a new method to extract the compressed sensing function is proposed. 

Dipeptide deviation from the expected mean (DDE) 

Therefore, this study proposes and develops a new amino acid descriptor based on sarS-CoV-2 

composition and non-SARS-CoV-2 with DDE vector score. The results showed that the 

effectiveness of DDE feature vectors in improving the prevention of specific linear protein 

sequences was compared with other feature expressions. DDE function carriers perform better 

(with accurate differential cross validation and separate data sets) than other amino acid derived 

features in various data sets. For different protein functional methods, amino acid frequencies vary 

[24] to extract characteristics and protein relationships with vectors commonly used to predict the 

DDE of their respective acids [28]. In order to study dipeptide composition characteristics, past 

studies have been used to measure dipeptide frequency changes, which are consistent with earlier 

results in dipeptide composition. Theoretical mean value (Tm), theoretical variance (Tv) and 

dipeptide composition (Cc). 3. The indicator DDE and DCi of dipeptide Cc in peptide P were 

calculated as follows, and the indicator DCi of dipeptide i Cc in peptide P was calculated as 

follows. 

𝐷𝑐(𝑖) =
𝑛𝑖

𝑁
                                                       (1) 

 

The functional length (20 × 20 common amino acids) is characterized by 400 dipeptides, but they 

are not all extracted in any sequence. Dipeptides I and N do not appear as L-1 (i.e., potential 

amounts in P). Theoretical mean TM (I) 

𝑇𝑚𝑖(𝑟, 𝑠) =
𝐶𝑖1

𝐶𝑁
×  

𝐶𝑖2

𝐶𝑁
                                                 (2) 

 

The number of Ci1 codons and the quantity of Ci2 and the quantity of the additional amino acid of 

the Ci2 codon given dipeptide i is the quantity of the first amino acid CN is the total quantity of 

accessible codons except for the three stages. Tmi was independent of peptide P, so 400 dipeptide 

lengths were extracted and pre calculated. The theoretical variance of Tvi is: dipeptide ⅰ 

𝑇𝑣(𝑖) =
𝑇𝑚(𝑖)(1 − 𝑇𝑚(𝑖))

𝑁
                                         (3) 
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Equation i (theoretical average value) is estimated as Tm (i) by Equation (2). N is one less than the 

quantity of dipeptides in peptide P; Thus, the quantity of dipeptides in peptide P is increased again, 

and N is L-1. DDE(i) is now determined to be 

𝐷𝐷𝐸(𝑖) =
𝐷𝑐(𝑖) − 𝑇𝑚(𝑖)

√𝑇𝑣(𝑖)

                                                   (4) 

The 400-dimensional feature vector is used to calculate the DDE for each property of the 400 

dipeptides. 

 

𝐷𝐷𝐸𝑃 = {𝐷𝐷𝐸(𝑖), … , … 𝐷𝐷𝐸(𝑛)}, 𝑤ℎ𝑒𝑟𝑒 𝑖 = 1,2, … ,400                         (5) 

2D-CNN based framework 

The study included two-dimensional 2D-CNN and DDE vector profiles feature maps and designed 

an important method for the classification of individual proteins. It includes four methods: data 

collection, feature extraction, 2D-CNN model construction algorithm configuration and then 

model validation and evaluation. Figure 1. shows our proposed framework model and provides the 

following details. Topics of this work include the DDE features extraction of profile used with in 

2DCNN method. A key method for identifying and classifying individual proteins associated with 

the human SARS-CoV-2 has been developed. DDE encoding was used to process the features 

vector score matrix extraction profile of physical and chemical qualities. The DDE features vector 

score matrix extraction profile of physical and chemical properties was processed by 2D-CNN 

model. Dipeptide Deviation from Expected Mean (DDE) is used to extract the key features, and a 

two-dimensional convolutional neural network is used for model training and prediction (2D 

CNN). 

 
Figure 1. Proposed framework model of 2D-CNN SARS-CoV-2 

2D-CNN Framework model which construct the basic structure of a convolutional neural network 

(CNN). Each CNN had three hidden layers, then an input layer (which was included in a fully 

connected layer and a pooling layer), and finally a convolutional layer. The 2D-CNN 

phosphorylation typically consisted of multiple layers, each of which performed a unique function 

in order to convert the input into an actionable representation.  Our 2D convolutional neural network 
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SARS-CoV-2 architecture was then constructed with a ranked architecture. Hyperparameters can 

be estimated by analyzing a model's predictive accuracy and power, as has been demonstrated by 

numerous prior studies in this field.  First identify the image-based matrix and tensor flow structure, 

and then make a judgment. SARS-CoV-2 is widely used in image transformation so that each input 

image is contained at the same window size and feature distance. The streamlined framework 

model of 2D-CNN is shown in the figure 1. In addition to this approach, our paper proposes using 

two-dimensional convolutional neural networks (2D-CNNs) to do image-based classification [29, 

30]. A 2D-CNN convolutional neural network, a common neural network for deep learning, was 

used in this investigation. The simplified convolutional neural network's layer structure is shown 

in the lower portion of Fig. 1. The Keras library and (ReLU) function backend was used in our 

deep learning architecture. Additionally used to more effectively improve the performance were 

GPU computing and the CUDA kernel. The input layer parameters for this investigation were 

taken from DDE vector profiles and transformed into 20x20 matrices. We intend to offer a method 

to categorize SARS-CoV-2 proteins into different molecular activities utilizing these matrices as 

the input data. To train the 2D-CNN model with various weights and biases to improve its 

predictive performance, we assumed the 20x20 matrix to be an image with 20x 20 pixels. Instead 

of a 1D structure, a 2D CNN model is used to capture the hidden features within DDE profiles. 

Our deep learning system is implemented using Kera's package, which uses Tensor Flow as the 

back end. 2D-CNN SARS-CoV-2 consists of multiple layers, each with a specific purpose, so that 

each layer transforms its input into valuable information. We designed the 2D-CNN SARS-CoV-

2 model using specific sorting rules. Various studies have found that it is important to apply 

optimizations to find the optimal architecture and hyper parameters when creating an effective 

model, as shown in [31].  

1) CNN prediction model 

In this paper, we use a two-dimensional convolutional neural network (2D CNN), a common type 

of deep neural network, to propose a framework for implementing DL in bioinformatics. When 

compared to conventional machine learning strategies in bioinformatics, we expect our approach 

to produce substantial improvements. The CNN module converts the 2D structure information of 

the window into the image easily understood by CNN, discarding a large amount of relevant 

information. Amino acid sequences will be associated with phosphorylation sites specific SARS-

COV-2 associated proteins and enable prediction of SARS-COV-2 infection. In addition to the 

basic structural elements, we have introduced a new structural feature, namely the relative angles 

of the amino acids. Various research projects have been carried out to determine protein types, 

predict binding sites, and predict protein-protein interactions using sequence knowledge of CNN 

models. Many studies have applied SARS-COV-2 -specific and transporter protein classification 

and pathway-specific structure prevention to various problems in bioinformatics. This approach is 

beneficial because once the features are used automatically, the image will be processed in the 

appropriate format. One dimensional convolution is used to connect features to amino acid 

sequences, while two-dimensional convolution is used for other features or to perform additional 

mapping operations. The convolution layer works well for CNN [32] because the overall goal is 

to find patterns in the image, even if the input comes from a specific location. In order to discover 

interactions between patterns of spatially separated sequences, a specified number of residues must 

map perfectly to observable structural patterns. 

2) 2d CNN optimization process 

This two-dimensional CNN approach provides end-to-end differentiability, meaning that different 

regions of the organization can optimize features and then predict two-dimensional coordinates up 
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to the training model [33]. Our technology has been optimized with DL models (deep learning) 

[34]. 

3) Input layer 

During the analysis, all limitations of the input layer are remapped to a 20x20 matrix that can be 

used to distinguish SARS-CoV-2 proteins in the binding pathway based on the input data [35]. 

Similarities are used to identify families of proteins as pathway-specific proteins, which are 

divided into different subgroups. In order to be trained in the cross-validation program, the 

machine was 10-fold cross-validated. The study used a deep neural network called 2D-CNN, 

which is the largest of its kind. In the field of computational vision, especially when the input is a 

two-dimensional image-based matrix, has shown outstanding effects in various applications of 

CNN. Based on these results, a CNN architecture for training using input images is constructed, 

and a 20×20 window PSSM matrix can easily be entered with 2D structures of this size [36, 37]. 

Two-dimensional CNN models are used instead of one-dimensional models for DDE matrix 

contours because they can reveal hidden shapes. The 2DCNN design architecture used in DDE 

profile creation connects them between the input and output layers. 

4) Zero padding layer 

Zero padding is a symmetric addition of zeros to the input matrix, allowing the input size to be 

modified. In the model under study, zero values are added at the beginning and end of a window 

size 20×20 matrix. This allows filters to be applied to matrix boundaries placed adjacent to each 

other [38]. 

5) Convolutional layer 

The encoding layer is used to compute features from the 2D input matrix, and then the output is 

fed into the 2d convolution layer. Use a sliding window to get representative values from these 

values, and then move the values in turn over the input. Using small square inputs, the convolution 

activity maintains a interaction between the mathematical inputs in the mixed feature profile. We 

used a 3x3 sliding window to build our model. Neurons are collected and input signals from the 

existing layer are fine-tuned with weights and biases [39, 40]. 

6) Activation layer 

To investigate the role of two-dimensional convolutional neural networks (2D-CNN) in SARS-

CoV-2 protein classification, we employed an activation mechanism to detect contextual 

information showing the carrying function of 2D-CNN activation (ReLU) [41]. ReLU has been 

shown to be the most commonly used deep neural network (DNN) activation function. The 

following formula gives the definition of the ReLU function, which is equal to the number of 

inputs to the neural network [42]. 

𝑓(𝑥) = 𝑚𝑎𝑥 (0, 𝑥)        (6) 

7)  Pooling layer 

We reduced the amount of matrix calculation; the pooling layer is often inserted into the 

convolution layer. The operation of this layer is called " downsampling " because it removes some 

data, thereby reducing computation and model fitting, and preserving specific representational 

characteristics. One of the many techniques for downsampling is to take the maximum (maximum 

pool) (average pool) in the window. To get the image quality we want, we use the maximum pool 

and downsample the data to a factor of 2, where the maximum is selected in a window of 2×2[43]. 
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8) Dropout layer 

The predictive performance of existing models is enhanced by identifying and including key exit 

factors, and overfitting is avoided by avoiding overfitting [44]. At the exit layer, the model 

randomly fails with a specific probability P. If the training time is extended and the dropout is used 

in the layer, the dropout ignores the selected neuron [45]. To normalize deep neural networks, 

many training methods use dropout, but applying dropout to fully connected and convolutional 

layers results in a fundamentally different process. In addition, she is considered a drop-out in the 

deep learning community. To simplify, apply the dropout function to a fully connected layer and 

get a value of 0.02. 

9) Flatten layer 

The flattening layer further reduces the dimension of data by transforming it into a one-

dimensional array. The convolution layer flattens the contributions of each layer to produce a long 

vector. A fully connected layer, called the last classification model, is built on top of the model. In 

order for the system to properly analyze the output layer, all classes should be assigned to RUN, 

and the input matrix should be flattened by using the flattening layer [46]. 

10) Fully connected layer 

A fully linked layer is a network in which each node is connected to all previous layers. Also 

known as the last layer in CNN, the fully connected layer is usually used near the end of the 

network. To merge the two joined layers, the current model contains two fully joined layers [47]. 

Our model can grow more knowledge and perform better because the first layer connects all the 

nodes to produce a flat layer. Connecting the first connection layer to the output layer requires a 

second layer. There are two nodes at the output layer because predicting ATP binding sites can be 

seen as a binary classification problem [48]. 

11) Loss function 

In order to overcome a wide range of classification problems simultaneously (yes or no, A or B, 0 

or 1), the model is trained with bivariate cross-entropy. In binary tasks, the binary cross entropy is 

a loss function. Questions that require two answers (for example, yes or no, A or B, 0 or 1, right 

or left). The loss function has been proven for some binary classification tasks. Minimizes SoftMax 

(generated by a hot code). To distinguish them, we apply cross-entropy. When it comes to class 

markers, we use entropy to maximize likelihood as a goal. In connection to the loss function, you 

can see that if your model is overtrained, it will be very small to zero, and can be done in a simple 

way by minimizing the loss function. Regularization measures, such as penalties included in loss 

functions, can be used to combat overfitting [49,50]. 

12. SoftMax utilization 

These findings would suggest that SoftMax function, which reduces the probability of any results, 

is applied to the results of the model. The characteristic form of the logistic function and the 

OUTPUT layer of the ANN layer are used as the equation definition logistic function and multi-

class classification problem. Deactivation, which I call a probability distribution, represents an 

equation in which x is a k-dimensional vector with one entry for each possible sample value whose 

expected probability is defined as σ (x) j entry. For example, if we take 0 as the lower limit of the 

range (0, 1), then j-th is the true value of the range (0, 1). Trainable parameters in the model as 

shown in Table 2. [51,52]. 
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Table 2. Parameters used as a trainable in 2d CNN model. 

Layer (type) Output 

Shape 

Param # 

zero_padding2d_113 (ZeroPadd (None, 3, 22, 

20) 

0 

conv2d_122 (Conv2D) (None, 1, 20, 

32) 

          5792 

activation_197 (Activation) (None, 1, 20, 

32) 

0 

max_pooling2d_122(MaxPoolin (None, 1, 10, 

16) 

0 

zero_padding2d_114 (ZeroPadd (None, 3, 12, 

16) 

0 

conv2d_123 (Conv2D) (None, 1, 10, 

64) 

9280 

activation_198 (Activation) (None, 1, 10, 

64) 

             0 

max_pooling2d_123(MaxPoolin (None, 1, 5, 

32) 

0 

flatten_103 (Flatten) (None, 160) 0 

dropout_184 (Dropout) (None, 160) 0 

dense_203 (Dense) (None, 64) 10304 

activation_199 (Activation) (None, 64) 0 

dense_204 (Dense) (None, 2) 130 

activation_200 (Activation) (None, 2) 0 

   

 

𝜎(𝑍)𝑖 =
𝑒𝑍𝑖

∑ 𝑒𝑍𝑖𝑘
𝑘−1 

                              (7) 

13) Hyperparameter optimization 

For hyperparameters, deep neural networks are very sensitive and effective. More specifically, 

automatic measurement of hyperparameters is very important. While it is necessary to find the best 

value for the function, methods have been devised that does not rely on derivatives. The time and 

computational resources needed to manually adjust the hyperparameters of deep neural networks 

are very valuable, but the process of doing so requires time and a great deal of expertise. However, 

the use and popularity of deep neural networks have promoted the implementation of automated 

mechanisms to meet individual needs [53]. Two parameters can be used to identify deep neural 

network hyperparameters: structure formation group and optimization process influence group. 

Most of the hyperparameters are orders of magnitude different from those used when training 

models using backpropagation algorithms at the architecture level. In the design of deep learning 

model, the selection of hyperparameters is guided by many aspects [54]. The metric performance 

of this model was excellent. Chollet recommended using several parameters to optimize training 

and avoid overfitting. For example, the difference between HPO and IPSO can be understood as 

emphasizing different aspects of learning.  
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2.6. Assessment of predictive ability 

Each protein sequence extracted from the GTP-binding protein set was placed in a different 

dataset: a separate test dataset and a separate training dataset. Initially, we used a quintuple cross-

validation strategy to build our model and maximize its effectiveness. This method suggests that 

5-fold cross-validation for the model validation, then select one portion for testing and the other 

four for training. In addition, the experimental training data sets are tested with independent data 

sets. We selected criteria such as sensitivity, specificity, accuracy and MCC to evaluate predictive 

power. Our entry describes true positives, false positives, true negatives, and false negatives as 

corresponding true positives, false positives, true negatives, and false negatives. To achieve the 

best balance between sensitivity and specificity, thresholds were selected based on sensitivity, 

specificity, accuracy and MCC [55]. 
TP

Sensitivity = 
TP FN+

                                                       (7) 

TN
Specificity = 

TN FP+
                                                       (8) 

TP TN
Accuracy = 

TP FP TN FN

+

+ + +
                                            (9) 

TP*TN FP* FN
MCC = 

(TP FP )(TP FN )(TN FP )(TN FN )

−

+ + + +
           (10) 

Results 

The conclusions we draw can be compared with earlier results to analyze the feasibility and 

integrity of the required research modeling methods. Data evaluation, calculation and comparison 

are the main methods of the experiment. Based on our model, which includes DDE features 

extraction method for the prediction is that the model. 

SHAP Feature Importance 

Shapely Additive exPlanaitions (SHAP's) [56, 57] is a well-known algorithm for analyzing the 

biological attributes of proteins samples. To get an overall sense of significance, we take the mean 

of the absolute Shapley values for each feature in the dataset by following mathematical 

expression. The important characteristics are those with high absolute Shapley values. 
n

( i )

j j

i 1

1
I

n =

=                                                                              (11) 

The features are then ranked in order of decreasing relevance and displayed graphically. The 

significance of the SHAP feature in the previously trained 2Deep-IPs model to improve the 

prediction of SARS-Cov-2 for predicting phosphorylation site depicted in the following figure 2. 

It is possible to replace permutation feature importance with SHAP feature importance. The two 

metrics of value, however, cannot be compared in any meaningful way: The relevance of 

permutation features is determined by how much the model's performance suffers. When 

determining SHAP, feature attribution magnitude plays a key role. Information was retrieved from 

raw protein sequences using 25 different characteristics. Next, we used the CNN algorithm to 

obtained the best features scores. For the purpose of checking the model's validity, we devised a 

10-fold cross validation test in addition to an independent test. Lastly, we employed both the 

standard CNN approach and SHAP values to determine the significance of features and understand 

the model's meaning. 
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Figure 2. Top ranked features using SHAP algorithm for 2Deep-IPs model  

 

SARS-CoV-2 and Non- SARS-CoV-2 feature analysis using SHAP 

In order to analyze the impact of dominant features that help the 2Deep-IPs model to improve the 

prediction of SARS-Cov-2 samples are evaluated through SHAP [56, 57] method.   
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Figure 3. Analysis of ranked features using SHAP algorithm for 2Deep-IPs model  

 

From figure 3, it is apparent that the negative and positive SHAP values for the top ranked 

attributes contribute the characterization of non-SARS-CoV-2 and SARS-CoV-2 and protein 

sequences. We also noticed that majority of the features having high rank value especially 

DDE313, DDE333, and DDE44 extract the key features of SARS-CoV-2 and non- SARS-CoV-2 

proteins as shown in Table 3. Furthermore, to calculate the frequency of amino acid composition, 

we evaluated the both classes. The amino acid index can be found in a compilation of 20 values 

that describe the various physicochemical and biological properties of amino acids. In two 

different data sets, 20 amino acids combined to make a significant contribution. The difference 

between the two data sets is small, but there are some notable outliers. Each protein contains the 

highest concentrations of the C and P amino acids. This is why it is crucial to identify the SARS-

CoV-2 protein among these amino acids. Because of these differences, our model was able to 

successfully predict SARS-CoV-2 proteins using these amino acids. 
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Table 3. Analysis of ranked features importance scores. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2D-CNN train the model  

It may also help to understand the training of model features. We propose to use 150 eras as model 

trains in our models. The training data is correct because it is memory mapped to the hidden data; 

however, validation and validation are unreliable because they do not interpret memory mappings 

[58]. We acknowledge that this is a possibility, and we plan to address it. In the following steps, 

the dropout rate is applied to the network model, leaving the other layers unchanged. The next step 

is to check the efficiency of the model before giving our conclusions. 

 
Figure 4. CNN model accuracy and model loss 

Test set model evaluation 

In Figure 4, we presented the proposed CNN model has a test accuracy of 97.59 and a test loss of 

10.62. The accuracy of this test is amazing. Although we have tried to solve the problem of 

overfitting before, these findings are not as surprising as they seem [59]. In fact, we might expect 

the study to proceed better if we had the dropout rate as the second tier. Dropping out can reduce 

Features IDs Features Names Features 

importance 

scores 

312   DDE313 95.330980 

332 DDE333 95.835080 

43 DDE44 71.063100 

302 DDE303 58.440474 

63 DDE64 53.387209 

315 DDE316 42.203436 

62 DDE63 39.488891 

295 DDE296 36.411014 

305 DDE306 27.400451 

189 DDE190 27.217468 

72 DDE73 25.941024 

115 DDE116 22.352317 

294 DDE295 20.732134 

56 DDE57 19.704612 

42 DDE43 17.919594 
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the need for training by a certain amount. In the case of a neuron displaying more than one part 

that wants to exit, the adjustable hyperparameter is defined as the neuron displaying more than one 

part that wants to exit. Disabling inactive neurons helps prevent the network from remembering 

training data. Once the network is trained, we redevelop, compile, and train the network, but we 

ignore the dropouts at this point. Our batch size is set to 10 and we use 150 epochs. 

Performance result for identifying sars-cov-2 proteins with 2D-CNN 

Previously found Keras backend in Tensorflow is consistent with the results. We've built a 2D-

CNN system. Then, the optimal hidden layer configuration is selected, which includes a 

convolution layer 32 filter numbers, 64 filter numbers and 128 filter numbers long as shown in 

Table 4 [60]. An independent sample was used to calculate the cross-validation error rate, SARS-

COV-2 was identified, and sequences were found with an average accuracy of 10 times, with an 

independent set accuracy of 92.11 score achieved and then compared to other filters, the results 

are higher than other filters. The accuracy score on the basis of cross validation that means 

(Training sets) was 96.24, specificity cross validation set was 98.00, and MCC cross validation set 

was 0.924. In this project, several filter numbers were used to produce separate data sets. The 

metric performance shown in Table 3 which mentioned accuracy of 96.24, sensitivity of 93.41, 

specificity of 98.00, and MCC of 0.924 score achieved. The accuracy score on the basis of 

independent sets that means (Testing sets) obtained 92.11, accuracy, sensitivity of 90.81, 

specificity of 93.41 and MCC score obtained 0.843. Then we apply our model to simulate this 

evolutionary layer. To summarize our model, we construct five hyperparametric optimization 

models. 

Table 4. S/T Sites Datasets predicted performance of SARS-COV-2 with different filters. 

Filter 

numbers 

Cross-Validation (Training sets) Independent sets 

 Sens Spec Acc MCC Sens Spec Acc MCC 

32    90.41 90.62 90.53 0.810 91.61 93.21 92.31 0.849 

32-64 94.38 97.98 96.18 0.924 92.39 93.13 92.76 0.855 

32-64-

128 

94.44 98.00 96.24 0.924 90.81 93.41 92.11 0.843 

 

Therefore, the model is developed by deep convolution layer structure. The models then went 

through an optimization process that included RMSprop, Adam, Nadam, SGD and Adadelta. To 

ensure that different optimizers are comparable, the model is reset after each optimization. See 

Figure 5. We built our final model with Adam, which is an intelligent optimizer with excellent 

performance. For the model we proposed, the optimal optimization was selected for Adam. The 

experiment used a default learning rate (0.001 step) and a batch size (10 steps) with a dropout rate 

of 0.2, and the number of iterations ranged from 100 to 150. In addition, we used other independent 

test sets data to ensure the accuracy of the model and compared the results with those of our 

competitors. After 150 thresholds, due to the improvement of training accuracy, the accuracy of 

our model verification is improved. Therefore, since we finished training around level 150, we 

shortened the training time to minimize over-fitting of the final results (see Table 5). The problem 

with all machine learning problems ultimately stems from overfitting points, which occur when 

our training methods fail to adequately capture the training data. Even so, in another hidden data 

set, the situation could be even worse. To re-check the accuracy of our model in a blind data set, 

we ran an independent test. 
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Figure 5. S/T Sites Datasets performance based on optimizers in this analysis (from 0 to 150). 

Table 5. Hyperparameters optimization used in our proposed method. 

Used Hyperparameter Vales 

Number of epochs 80 

Learning Rate 0.001 

Batch size 10 

Kernel 3 

Dropout rate 0.4 

Optimizer Adam 

 

The data were normalized by cross-validation that means (training sets) consisted of 4308 data 

points as positive SARS-COV-2 and 4308 data points as negative non- SARS-COV-2. Our dataset 

consisted of 1079 data points as independent sets positive SARS-COV-2 and 1079 data points as 

negative non- SARS-COV-2. In the results of cross-validation are consistent with the results of 

our separate test data sets. The cross-validation results did not differ much, which probably meant 

that our model did not overfit. One theory is that by using dropouts, replication of CNN's 

programming was stopped. 

CNN important functions 

The assumption is that deep learning models need more help. The hierarchical structure of the 

attributes we extract varies from local to abstract, which makes it difficult for us to accurately 

locate the basic features of the CNN model. In order to provide readers and biologists with more 

relevant knowledge, we have done our best to solve this problem. Then, after inserting 20×20 

mixed features into the CNN system, the main features of these matrices are analyzed. To create a 

useful question result, we use an F-score to help us categorize the most relevant features. To test 

the model, we measured the effectiveness of several SARS-CoV-2 and non-SARS-CoV-2 

sequences and how dependent they were on the model. There is no significant change in the 

usefulness of our features between the F-values of the two data sets. Our model can learn the 

importance of hidden features, support us to understand the most essential protein qualities and 

even select the most effective methods to achieve our desired results. 
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Result of identification SARS-CoV-2 with different optimizers based on barchart 

For most scholars, the goal of algorithmic performance is to optimize performance based on an 

independent data set. It is worth noting that some of the conclusions of this study deserve additional 

consideration, especially in terms of algorithm design. This could be a possible explanation for the 

mismatch, since cross validation is a model assessment that includes out-of-sample predictions. 

Although it is believed that hyperparametric optimization optimizes only the loss function, the 

hypothesis claims that the hyperparametric optimization technique we provide optimizes both the 

loss function and different loss functions. The algorithm found that it could recreate the input. This 

is achieved through hyperparameter optimizations, such as regularization, as shown in Tables 6. 

Using Adam, the Adadelta optimizer, we have determined that it is the best estimate. Our research 

is focused on finding phosphorylation and figuring out how this phosphorylation connect to 

particular SARS-CoV-2 proteins. The cross-validation data set and independent data set were used 

for analysis.  

Table 6. DDE model predicted performance of SARS-CoV-2 with different optimizers. 

Optimizers Cross-Validation (Training sets) Independent 

 Sens Spec Acc MCC Sens Spec Acc MCC 

Adam 94.62 97.03 95.76 0.915 87.84 90.29 89.05 0.782 

Adadelta 94.61 96.47 95.57 0.911 94.34 91.92 9318 0.863 

RMSprop 94.21 96.70 95.47 0.910 89.14 90.44 89.79 0.796 

Nadam 94.63 96.79 95.71 0.914 90.54 90.35 90.44 0.809 

SGD 94.38 96.33 95.35 0.907 90.49 90.63 90.53 0.810 

2D-CNN and shallow neural networks with a metric comparable performance  

Based on this study, we evaluated multiple machine learning algorithms to identify proteins in 

SARS-CoV-2. We employed four machine learning classifiers (such as AdaBoost, random-Forest, 

and LSTM, DNN and CNN) as shown in Table 7. We developed an LSTM model and evaluated 

it using CNN of different sizes (1D and 2D) data points. For uniform comparisons, the independent 

tests in Table 6 use the best settings parameter tuning optimization for all the classifiers. Using the 

same experimental setup, we demonstrate that our 2D-CNN performs better than other standard 

machine learning algorithms. Our 2DCNN specifically makes use of a unique data set, using 

algorithms customized for that data set. 

Table 7.  S/T sites datasets metric performance based on ML classifiers. 

ML 

classifiers 

Cross-Validation (Training sets) Independent sets 

 Sens Spec Acc MCC Sens Spec Acc MCC 

AdaBoost 93.02 98.34 95.66 0.925 96.29 90.74 93.51 0.883 

Random 

Forest 

93.02 99.61 96.36 0.932 99.35 90.73 95.04 0.913 

LSTM 94.30 98.51 96.28 0.926 95.18 91.58 93.37 0.868 

DNN 92.89 97.83 95.38 0.916 92.37 90.18 91.29 0.835 

2D-CNN 94.46 99.69 96.71 0.939 97.83 91.89 95.70 0.782 

 

S/T sites datasets comparative performance of the ROC-AUC calculation 

An ROC(AUC) graph, along with other indicators such as the algorithm's accuracy, is used to 

evaluate the algorithm. As shown in Figure. 6, ROC and AUC curve were used to evaluate the 

classified 2D-CNN output using multiple classifications indicators. The ROC(AUC) curve of two 
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- dimensional CNN-SARS-COV-2 multi - link is given. Our deep neural network structure 

performs well even under multiple classification methods, but additional data is needed to draw 

clear conclusions. The cross-verification accuracy of 2DCNN model is 0.980, and the independent 

verification ROC(AUC) score is 0.950 obtained. 

 
Figure 6. DDE ROC-AUC model of (a) cross-validation test and (b) independent test. 

The ROC(AUC) curve is derived from the cross-validation (training sets) results and is used to 

further verify the validity of the CNN model. Figure 6 show the phosphorylation type of each 

protein in relation to the ROC curve and the area under the curve (AUC).  Results obtained by 

(TPR) and (FPR) value which consistent with our findings. The RCO-AUC score reached 0.980 

by comparing with model cross-validation data set and the independent data set 0.950 score 

achieved. 

Optimizers comparative performance SARS-CoV-2 by using ROC-AUC calculation 

Five widely used optimizers, RMSprop, Adam, Nadam, SGD, and Adadelta., were employed to 

create learning models using individual and feature encoding techniques. The optimization of 

hyperparameters was estimated during experimental analysis in this study using quantitative 

methodologies, although it was challenging to identify the appropriate hyperparameter optimizer 

for our model.  Based on integrated feature groups for DDE model as shown in Figure 7.  used S/T 

sites datasets, our proposed model had the highest AUC values (Adadelta obtained 0.97, SGD 

obtained 0.96, RMSprop obtained 0.95, Adam obtained 0.95 and Nadam obtained 0.95, 

respectively). 2Deep-IPs models also had comparable AUC values for the phosphorylated S/T. 

According to our feature extraction model, the 2D-CNN models created utilizing secondary 

structural information and indicating the biggest contribution of the prediction of S/T sites. The 

optimization of the hyperparameter, on the other hand, made sure that the model did not overfit its 

data by setting, for instance, regularization as shown in Figure 6. In contrast, the learning 

algorithms could recreate their inputs. To compare different optimizers fairly, a fresh network was 

constructed following each optimization round. The model was given a fresh start. Figure 7 

displays the outcomes of the performance. We discovered that the Adadelta optimizer beat all other 

optimizers when the final model was applied. 
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Figure 7. ROC(AUC) Comparison performance of different optimizers 

Comparison performance evaluation of different existing methods 

Furthermore, we found that on S/T sites, DeepIPs only slightly outperforms MusiteDeep2020 in 

terms of model performance. The independent dataset may have been incorporated into the training 

process of these existing methods, resulting in similar results as shown in Figure 6.  There [61] is 

limited research investigating the experimentally verified S/T phosphorylation sites of the SARS-

CoV-2-infected Vero E6, Caco-2, and iAT2 cell lines from the literature in order to conduct a fair 

and unbiased evaluation of the performance [62]. The overlap items between this dataset and the 

training data for DeepIPs and MusiteDeep2020 were then eliminate using a very strict process. 

The findings shown that 2D-CNN can accurately identify modification sites, outperforming the 

outcomes produced better than MusiteDeep2017, MusiteDeep2020, DeepPSP, and DeepIPs as 

shown in Table.8. based with 5-fold cross-validation (Training Sets).  Additional variables were 

derived from Independent Sets comparison performance with acc of 0.890, Sens of 0.878,  Spec of 

0.902, MCC of 0.782 and AUC 0.9500 score which is better than all existing methods as shown in 

Table 9. 

Table 8. Comparison performance of existing methods for phosphorylation site prediction 

with 5-fold cross-validation (Training Sets) 

Residue Type Method Acc Sens Spec MCC AUC 

 DeepIPs 80.63 79.61 83.50 0.6316 0.8937 

 DeepPSP 80.21 76.65 83.78 0.6058 0.8762 

S/T Sites MusiteDeep2020 80.95 82.95 78.96 0.6196 0.8867 

 MusiteDeep2017 80.17 78.87 81.46 0.6035 0.8798 

 2Deep-IPs 0.982 0.957 0.929 0.8781 0.9641 
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Table 9. Comparison performance of existing methods for phosphorylation site prediction 

with 5-fold cross-validation (Independent Sets) 

Residue Type Method Acc Sens Spec MCC AUC 

 DeepIPs 80.63 79.61 83.50 0.6316 0.8937 

 DeepPSP 80.21 76.65 83.78 0.6058 0.8762 

S/T Sites MusiteDeep2020 80.95 82.95 78.96 0.6196 0.8867 

 MusiteDeep2017 80.17 78.87 81.46 0.6035 0.8798 

 2Deep-IPs 0.890 0.878 0.902 0.782 0.9500 

Discussion 

Computational techniques are a good tool to classify the biological effects of SARS-CoV-2 

protein. The work in our lab is critical to our studies of molecule-based signaling networks, G 

protein pathways, and metabolic pathways. Our deep learning method replaces the missing 

information to complete the SARS-COV-2 sequence. This calculation is the first to be successfully 

applied to research and is the first to discover a new computational method to help the scientific 

community understand how 2Deep-IPs with SARS-CoV-2 molecular function functions and 

generate complex disease pathways based on this information. We have also developed a generic, 

but highly optimized, deep learning system for protein sequences. We modify the hyperparameters 

to optimize the results, and then verify the results with the selected optimal values. When features 

are retrieved from the network, the mixed feature profile obtained is regarded as a vector only 

when it enters the network, and as a method to adjust the CNN network feature profile, the results 

are different. The TWO-DIMENSIONAL CNN model we used several measures to gain an 

advantage over the competitive model and collect data. Previous research [63] has supported the 

hypothesis that numerous enzymes and receptors are activated or deactivated by phosphorylation 

and dephosphorylation processes, which are carried out by kinases and phosphatases, protein 

phosphorylation is a crucial physiological regulation mechanism. For cellular transduction 

signaling in particular, protein kinases are responsible, and numerous disorders, mostly cancers, 

can exhibit their hyperactivity, dysfunction, or overexpression. It follows that it is clear that using 

kinase inhibitors to treat cancer can be beneficial. we address the mechanism of action of 

phosphorylation in this review. We also go over the prospect of treating cancers with kinase 

inhibitors. Our real-time systems strategy works for us. Computational models can help us design 

a bioinformation system based on protein sequence data retrieval and analysis. It is designed to be 

intelligent and uses protein function as a basis for detecting disease variations and mutations. This 

scientific understanding applies to the development of therapeutic targets in drug research. 

Through hard work, we have helped us advance this project, and the result of our efforts has 

enabled us to view descriptions of evolutionary features as photographs. However, in terms of 

further technologies, certain issues remain, and different options can be used to address them in 

the future. To make the most of this data, the first step is to get more research and data in the future. 

In addition, it is important to conduct future research to investigate how all descriptor terms 

involving evolutionarily derived feature information can be fed to CNNs. Biological researchers 

are also welcomed to use our models, as well as other researchers who can propose to participate 

in activities that do more than simply demonstrate experimental precision results. In trying to 

understand proteins whose function is unknown, they believe that machine learning models play a 

crucial role, which is also considered a pioneering way to apply information about structural 

proteins in the future. This research suggests a convolutional neural network-based enhanced deep 

learning method using S-padding. A related 2D-CNN model [64] is created to abstract the 

comprehensive properties of the phosphorylation site area in protein sequences. The S-padding 

approach creates a three-dimensional matrix with extension information from the original amino 
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acid sequences. The results of the 10-fold cross-validation trials demonstrate that the suggested 

technique can perform with an accuracy of accuracy of 95.70 on the human dataset. Furthermore, 

the accuracy, sensitivity, and specificity of the phosphorylation site prediction task on several 

organisms achieved score 0.85, suggesting a potential capability. The suggested method improved 

the metric performance when compared to existing models in terms of accuracy and auc value, 

and with both cross-validation (Training sets) and independent datasets, the proposed method 

would perform even better. We proposed 2Deep-IPs, which combines Two Dimensional 2D-CNN 

architecture with the most used window image-based matrix methods, to predict phosphorylation 

sites. The analysis was based on cross-validation (Training sets) achieved accuracy score 96.71, 

Sen score obtained 94.46 and Spec score obtain is 9969. The results analysis based on independent 

datasets achieved accuracy score 95.70 reveals that 2Deep-IPs outperforms other phosphorylation 

sites predictors in terms of performance. The proposed method 2Deep-IPs performance is 

outstanding when compared to existing methods in terms of Accuracy, Sen, Spec and AUC value, 

on the basis of both cross-validation (Training sets) and independent datasets, the proposed method 

would perform even better. 

Conclusion 

We conducted all analyses using biological processes that link to the occurrence of SARS-CoV-2 

infection, phosphorylation plays a significant role. The need for efficient computational 

approaches to identify phosphorylation in SARS-CoV-2 infection is urgent due to the limitations 

of experimental site verification, which takes time and money. Accordingly, in this study, we 

suggest 2Deep-IPs, which combines Two Dimensional 2D-CNN architecture with the most used 

window image-based matrix methods, to predict phosphorylation sites. Independent testing reveals 

that 2Deep-IPs outperforms other phosphorylation sites predictors in terms of performance. The 

aim of this work is to study the human pathway in relation to human proteins by examining the 

structure of 2D-CNN-SARS-CoV-2. The classification model of SARS-CoV-2 protein takes 

advantage of the differences between SARS-CoV-2 protein and its derived characteristics and 

converts them into the characteristic matrix that affects its evolution and development. These 

matrices were used to construct a two-dimensional CNN-SARS-COV-2 and serve as an effective 

framework for CNNs. This proposed 2Deep-IPs, SARS-COV-2 model was used to study our 

model. Our unique neural network exceeds existing state-of-the-art neural networks in efficiency 

and provides further improvements to all traditional evaluation methods. The failure of standard 

methods to elucidate new functions of newly discovered DNA damage replication protein 

pathways has been a persistent problem over the past decade. This allows human disease pathways, 

drug pathways, and DNA repair pathways to arise based on our models. In this study, the 

application of 2Deep-IPs SARS-COV-2 in predicting the function of protein sequences associated 

with human pathways has been accurately annotated from large-scale proteins. However, our 

assumptions were complicated by the use of four routing databases and the mapping process 

provided by UniProtKB/Swiss-Prot. The initial online interface allowed us to identify cross-

reference knowledge pathways. In the future, this technique will include many different 

approaches that could help improve biological research especially in the related fields of 

proteomics and genomics. 
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