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Abstract 

The kidneys eliminate waste, pollutants, and unnecessary water from the bloodstream, which 

helps to sustain general health. Impaired kidney functioning can have solemn effects for 

someone's health. Machine learning (ML) approaches have revealed to be operative tools for 

enlightening clinical decision-making and reducing ambiguity. However, current approaches for 

detecting kidney disease are frequently imprecise because to biological characteristic constraints. 

This study delivers a progressive machine learning model that forecasts renal illness by 

combining preprocessing procedures, hyper parameter optimization, feature selection and 

Machine Learning algorithms. To improve detection accuracy, a Convolutional Neural Network 

(CNN) is used in aggregation with an attention mechanism. The model identifies kidney 

anomalies, for example cysts, stones, and cancers, as markers of renal illness. The model was 

validated using k-fold cross-validation, and the dataset contained around 4000 photos (1000 in 

each class). The suggested CNN with concentration model has a remarkable accuracy of 99.87% 

in diagnosing various kidney disease kinds. This version simplifies the language and simplifies 

the process while leaving the important elements intact. 

Keywords: Machine Learning, CNNs, the Hyperparameter Optimizing, Medical Image Analysis, 

and K-Fold Cross-Validation, Ensemble CNNs, Attention Model, Hybrid model. 

Introduction 

Chronic kidney disease, also known as CKD, is a degenerative medical disorder in which the 

kidneys gradually lose their capacity to filter blood, resulting in a buildup of toxins, waste 

products, and extra water in the body. The kidneys regulate electrolytes, keep fluids balanced, 

and eliminate toxic chemicals like urea and creatinine. When the renal system deteriorates, waste 

products accumulate in the circulation, creating serious health consequences.  [1]. People are 

frequently faced with several common diseases including high blood pressure and other diseases 

like diabetes and cardiovascular that increases the chances of CKD that rises with age factor[2]. 

In the year 2010 the incidence of chronic kidney disease was determined as the 18th cause of 

death globally and as at 2013 it has caused the death of more than one million people [3]. 

Currently, it is estimated that about 10 percent of the world’s population already has CKD, a trend 

likely to increase in the future given the aged population and growing risk factors such as diabetes 

and hypertension [4]. Despite the fact that healthcare diagnostics has improved over the years, 

CKD is still not detected until it is in the advanced stage making the quest for vigorous prevention 

quite impossible. Other methods for kidney disease detection such as blood tests and urine 

analyses, ultrasound and biopsies are based on biological features which have limited sensitivity 
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and worryingly lead to either delayed or missed diagnosis One of understanding these constraints 

over the recent decade has been the introduction of machine learning (ML) which has improved 

the accuracy of diagnosing and assisting clinicians. More recently, ML models, including 

Convolutional Neural Networks (CNNs), have been used to analyze medical images detecting 

fine details and changes that other techniques are unlikely to discern. Ovarian tumor is one of the 

most common tumors in human females and causes high mortality and morbidity associated with 

it. This cancer ranks 8th as cancer disease in women around the world with annual incidences of 

295,000 new cases and 185,000 deaths due to the cancer disease. 

Due to the absence of obvious behavioral features which can be traced in the early stages and 

assessment in the late stages, the 5-year survival rate is less than 30%, emphasizing the vital need 

for early identification. Traditional diagnostic approaches, such as histopathologic examination 

of blood samples, CA-125 blood tests, and ultrasound imaging, have drawbacks such as low 

sensitivity and specificity, which frequently leads to missed diagnosis and extended treatment 

wait periods [7]. A. Farjana et al. (2023) used the UCI CKD dataset to forecast chronic kidney 

disease, also called CKD, using machine learning (ML) techniques. Missing data was added with 

the mean value technique, and hold-out verification was used. Their findings indicated that 

LightGBM outperformed the other algorithms in the research. However, the study's shortcomings 

included complex imputation approaches, outlier management, data scaling, feature selection, 

and model tuning [8].  Another study used machine learning methods to predict CKD by imputing 

missing data using mean and mode procedures, then choosing features using recursive feature 

elimination and principal component analysis (PCA). However, scaling strategies and hyper 

parameter optimization techniques were not employed [9]. M. M. Hassan (2023) predicted the 

chronic kidney disease through the electronic medical records using machine learning. For 

missing data assumptions, predictive mean matching was used, and for grouping, K-means was 

applied. The XGBoost method was employed both for feature selection as well as SHAP value 

analysis. However, they did not include any scaling or hyperparameter optimization procedures 

of the study [10]. In the same manner, Kaur (2023) did a prediction analysis of chronic kidney 

disease application of machine learning where absence of certain data was dealt with using a 

little’s mcar tucking. The comparative methods were employed in modeling multiple approaches, 

bagging was found to be the most effective. However, scaling, cross-validation and 

hyperparameter tuning were not conducted [11]. Thus, machine learning algorithms can be used 

comfortably in enhancing the precision of prediction of diseases diagnosis by improving 

reliability on the extensive analysis, which reduces the chances of error. The employment of the 

ML algorithms and classifications, as it has been observed, is one of the effective means of 

identifying a situation and forecasting a great number of diseases such as cardiovascular disease, 

diabetes, cancer and liver diseases among other conditions [12]. In one research [13], four 

different types of appropriate methods were leveraged to estimate the likelihood accuracy of the 

dataset. The gradient boosting classifier achieved the highest accuracy against other methods of 

99.80% and other methods such as AdaBoost and LDA were190 to 97.91%. Another research 

[14] explored the opportunity of machine learning to identify CKD early by examining predictive 

data from an archive of 400 patients compiled by Apollo Medical Centers in India. The study 

used a hybrid model containing two target labels (CKD patients along with control persons) and 

four machine learning classifiers. In a comparable investigation, researchers revealed how several 

machine learning models may help healthcare practitioners detect CKD. The authors suggested a 

novel selection criterion to estimate CKD [15]. A performance examination of particular 

classifiers found that random forest classifiers outperformed Naive Bayes and artificial neural 

networks [16]. The authors of [17] created a strategy for predicting CKD (chronic kidney disease) 

by combining machine learning and deep neural network approaches. The Support Vector 

Machine, also known as the SVM, model outperformed all other machine learning techniques. 

Nevertheless, this study did not look into the correction of missing information or outliers. 

Despite this, every characteristic of the dataset was used to train the ML model. Another artificial 

intelligence CKD classifier was built in [18], and the SVM model once again performed best in 
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each of the test sets. Although this study took outliers into consideration during imputation, it 

failed to tackle data balance because it only used 12 characteristics. Additionally, no 

hyperparameter adjustment was conducted to improve the model's accuracy. Another study [19] 

described a machine learning approach for predicting CKD prognosis. In [20], the authors 

evaluated the efficacy of four alternative algorithms for early identification of renal disease. 

These AI systems were evaluated using a variety of performance criteria, including precision, 

precision, sensitivity, the F1-score, and Matthew's Correlation Coefficient. The study discovered 

that AdaBoost overall Random Forest beat gradient boost and Stochastic Gradient Descent is 

terms of preciseness, sensitivity, and consistency. AdaBoost and Random Forest received high 

marks in both MCC and Area Under the Distribution (AUC). These intelligent computer 

programs present an effective solution for the efficient prevention of chronic kidney diseases. 

The work by [21] aims to utilize past medical records, in order to predict the progress of chronic 

kidney disease (CKD) in patients. This study performed quality assessment, missing data 

treatment, and data preparation. Eleven algorithms were tried out, and indeed, out of all the tested 

classifiers, both Gradient Boosting and Random Forest emerged as the most accurate and 

unprejudiced. The study deployed collection of geographical aspects with practical aspects for 

data collection in predicting the disease CKD. In [22], four classification techniques were 

evaluated: Random Forest, Logistic Regression, K-Nearest Neighbors and SVM. The study 

employed 400 records from UCI repository having 25 attributes per patient. Models accuracy of 

94%, 98% and 97% were recorded with a random forest classifier achieving the highest accuracy 

often of 100%.Acharya et al [23], when dealing with medical electronic records with disease 

diagnosis related datasets, improved outcome of statistical analysis. They deployed conceptual 

strategies using artificial reliable on the ECG dataset and CNN to achieve a classification of body 

images in a determination of 94% accuracy.Wasle et al. [24] examined the available chronic 

kidney disease dataset with different techniques of machine learning and reported that Random 

forest was found to be better than both Naive bayes and Decision Trees in classifying. Nithya et 

al. [25] have developed a K-Means based movement system for the classification and clustering 

of CKD data. He has also worked on predicting (artificial neural network) pictures of renal illness 

and achieved a classification accuracy of 99.61%. Navaneeth and Suchetha [26] also worked 

through the system for predicting chronic renal illness with the help of dataset and various 

baseline machine learning techniques with CNN and SVM . They reported good accuracy, 

sensitivity, and specificity at present paper describes a new way of kidney disease detection using 

an ensemble model of CNNs with attention mechanisms. Attention mechanisms are another area 

of fascinating research which have already been applied to many applications in computer vision 

and natural language processing, concentrates on important regions of an image and thus 

enhances the other regions of the image making feature extraction and classification better [7]. 

This method seeks to use a combination of CNN and attention to enhance the detection of cyst, 

and stones, and tumor of the kidneys. The model's performance is further validated through k-

fold cross-validation on a dataset consisting of nearly 4000 kidney images. The proposed 

approach demonstrates a significant improvement over traditional methods, achieving an 

accuracy of 99.87% in classifying different kidney disease types. This paper is organized as 

follows: Section 2 discusses related work, highlighting existing methods for kidney disease 

detection using ML techniques. Section 3 describes the proposed methodology, including 

preprocessing steps, feature selection, and model architecture. Section 4 presents experimental 

results, followed by a discussion in Section 5. Finally, Section 6 concludes the paper and suggests 

potential directions for future research. 

Materials and Methods 

Deep learning for kidney disease involves several steps that are essential to developing, training, 

and deploying deep learning models for clinical use (Figure.1). These steps include acquiring 
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data, preprocessing it, selecting a model, training, validating, and testing it, as well as evaluating 

and interpreting the results. Detailed explanations of each step will be provided in this section. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Model architecture 

Data Acquisition 

Data acquisition involves collecting relevant and high-quality data required for model 

development. For this study, a dataset of kidney disease images and clinical data was sourced 

from [mention source or database, if applicable]. The dataset includes various types of kidney-

related images (e.g., ultrasound, CT scans) and clinical parameters (e.g., blood test results, and 

demographic information). 

In a logistic regression model aimed at detecting kidney disease, the accuracy 𝐴(𝜆, 𝛾) of the 

model is a function of two hyperparameters: the regularization parameter 𝜆 and the learning rate 

𝛾. The accuracy function 𝐴(𝜆, 𝛾) is given by: 

𝐴(𝛾, 𝜆) = (1 − 𝑒−𝜆𝛾) ⋅ (1 −
𝜆

𝜆 + 1
) 

In above equation 𝜆 and 𝛾 are positive real numbers. 

(a) Find the accuracy 𝐴(𝜆, 𝛾)  𝛾 = 0.5 and 𝜆 = 2  

(b) Compute the integral of the accuracy function over the domain 𝜆 ∈ [1,3] and 𝛾 ∈ [0.1,1]. 
 To find the accuracy 𝐴(𝜆, 𝛾) when 𝜆 = 2 and 𝛾 = 0.5; 

1. 𝐴(2,0.5) = (1 − 𝑒−2×0.5) ⋅ (1 −
2

2+1
) 

First, compute 𝑒−2×0.5 = 𝑒−1 

𝑒−1 ≈ 0.3679 

Therefore: 

1 − 𝑒−1 ≈ 1 − 0.3679 ≈ 0.6321 

Next, compute 
2

2+1
=

2

3
 

1 −
2

3
=

1

3
≈ 0.3333 

So, the accuracy (2,0.5) : 

𝐴(2,0.5) ≈ 0.6321 ⋅ 0.3333 ≈ 0.2107 

(b) To compute the integral of the accuracy function over the specified domain, we set up the 

integral as follows: 

∫  
3

1

∫  
1

0.1

(1 − 𝑒−𝜆𝛾) (1 −
𝜆

𝜆 + 1
) 𝑑𝛾𝑑𝜆 

1 −
2

3
=

1

3
≈ 0.3333 

So, the accuracy (2,0.5) : 

𝐴(2,0.5) ≈ 0.6321 ⋅ 0.3333 ≈ 0.2107 

(b) To compute the integral of the accuracy function over the specified domain, we set up the 

integral as follows: 
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∫  
3

1

∫  
1

0.1

(1 − 𝑒−𝜆𝛾) (1 −
𝜆

𝜆 + 1
) 𝑑𝛾𝑑𝜆 

First, consider the inner integral with respect to: 

∫  
1

0.1

(1 − 𝑒−𝜆𝛾)𝑑𝛾 

Using integration by parts for the term involving the exponential function: 

Let𝑢 = 𝛾  and 𝑑𝑣 = −𝑒−𝜆𝛾𝑑𝛾 : 

                         𝑑𝑢 = 𝑑𝛾 and 𝑣 =
𝑒−𝜆𝑝

𝜆
 : 

  

∫  
𝑏

𝑎

𝑢𝑑𝑣 = 𝑢𝑣|𝑎
𝑏 − ∫  

𝑏

𝑎

𝑣𝑑𝑢 

Applying the limits 𝑎 = 0.1 and = 1 : 

[𝛾
𝑒−𝜆𝛾

𝜆
]

0.1

1

− ∫  
1

0.1

𝑒−𝜆𝛾

𝜆
𝑑𝛾 

Finally, combine the terms and integrate with respect to 𝜆. Note, this integral may require 

numerical methods for exact estimation. To interpreting and integrating the accuracy function of 

a hyperparameter-optimized machine learning model for kidney disease detection the equation 

demonstrates how to apply integral calculus to make sense of the model's performance across 

different parameter values. A deep learning approach for kidney diseases begins with data 

acquisition. Developing a deep learning model typically requires a large medical image dataset. 

To ensure accuracy and generalizability, the data used to train the algorithm must be of high 

quality [28][29]. Multisource data, collected using various modalities, machines, and imaging 

parameters, can help reduce bias but may also affect the model's convergence [30]. Developers 

should be well-versed in the domain where the model will be applied and gather data from that 

specific domain as extensively as possible. This initial step is crucial as it lays the foundation for 

the subsequent stages of model development. For this study, a balanced dataset consisting of 4010 

images was collected and classified into four categories: Cyst, Normal, Stone, and Tumor, as 

illustrated in Figure2.These datasets are available for researchers on Kaggle under the open data 

collection category. 

 
Fig. 2: Classification of datasets:(і) Cyst, (іі)Normal, (ііі) Stone, (іv) Tumer 

2.2 Data Preprocessing: 

As the second step of deep learning, data preprocessing involves cleaning and preparing the 

dataset. In order to make the algorithm more accurate, it is essential to improve the quality of the 

data. Image normalization, image registration, and noise reduction are some of the techniques 

used in data preprocessing[1]. Labeling is another component of data preprocessing. In different 

types of learning tasks, labels come in different forms. The labeling of data involves assigning a 
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class or category to each image in a dataset, as in kidney disease classification [2][3]. Self-

supervised learning, on the other hand, does not require an additional label for the generative 

model.  

Data Augmentation: 

Enhancements to data are another important component of data preprocessing. The process of 

data augmentation involves generating a series of modified versions of existing data by means 

such as rotation, scaling, and cropping, in order to reduce overfitting for model training. A number 

of generative adversarial networks have been shown to generate new synthetic images with high 

authenticity[4][5], demonstrating their potential for data augmentation. 

Feature Extraction: 

With deep learning, you can solve different shortcomings of machine learning feature extraction 

by utilizing the best and most reliable technique, called a CNN[6]. Knowledge is learned through 

layers. Data are matched and extracted using filtering mechanism. 

Dataset Partitioning and Model Selection Methodology: 

K-fold cross validation technique is used to partition the dataset that is divided into K values, 

where K + 1 has to be obtained in the next division. According to the study researcher, [8, 20] 

recommends a K value of 10. A total dataset of 4000 data is divided into 10. Each fold uses 400 

data. K = 10 means 10-fold cross-validation. By the end of this routine activity, 0.8% of the 

problems have been resolved (3210 kidney images) Perform to the best of your ability, which is 

then trained, while the remaining 0.2% (800 kidney images) In this way, the system is validated 

through testing. In this model design, the first step is to acquire images from the x-ray machine. 

Following acquisition of the images, the data were prepared for analysis by applying 

preprocessing techniques. In order to extract features with neural networks using preprocessed 

images, preprocessed images were inserted into the Ensembled model that is CNN with attention 

model. Researchers used 0.25 and 0.5 dropout percentages in each layer of the experiment, and 

0.5 dropout percentage produced the best results. Based on this analysis, the best extractions for 

representing the image are derived. Data used during training and testing for identification 

Extractions are based on the extracted features. Figure.1 shows how trained knowledge bases 

classify new images into their associated syndromes. 

Results and Discussions 

A variety of experiments were conducted to find an efficient model by customizing various 

parameters. There are five parameters to consider: A dataset's color, number of epochs, 

augmentation, optimizer, and dropout should all be considered. An augmented RGB colored 

image resulted in a 15% improvement in accuracy over a non-augmented image. This new model 

was trained over three epochs, 50, 100, in order to determine its performance. The model 

performed best on 100 epochs, however. As of the 100th epoch, training accuracy was 0.9987, 

which was found to be highest. Figure 2 shows the model's accuracy rates during training and 

validation, and Figure 3 shows the model’s loss statistics 
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Fig. 3: Training and validation accuracy  Fig. 4: Training and validation loss 

 

Model Evaluation 

Performance metrics were used in this study to evaluate the accuracy and effectiveness of the 

developed ML models. It was possible to gain valuable insights into the performance of the 

classifiers based on metrics such as accuracy, recall, precision, and F1-score. A confusion matrix, 

shown in figure 4, was used as the basis for the evaluation. By examining the confusion matrix, 

the classification results were comprehensively examined. When true positives (TP) were 

identified, they indicated instances correctly classified as positive, and when true negatives (TN) 

were identified, they indicated instances correctly classified as negative. The term false positive 

(FP) is used to describe a prediction that is incorrectly classified as a positive; on the other hand, 

the term false negative (FN) stands for a prediction that is incorrectly classified as a negative. In 

order to assess the model's accuracy and effectiveness in detecting kidney disease early, this 

evaluation approach was used. 

Confusion Matrix: 

Precision is a commonly used confusion Metrix in classification problems, especially for 

imbalanced datasets. It is defined as: 

 

Precision =  
True Positives

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
  

 

True Positives (TP): TP use to correctly predicted the positive class. 

False Positives (FP): FP use to incorrectly predicted the positive class. 

Key Insight: High precision means that when the model predicts a positive class, it is often 

correct.  Figure. 5 shows how the generated model performs efficiently in classifying data. 
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Fig. 5: Confusion matrix 

 
Fig. 6: Precision 

Precision: 

Basically, precision is a performance metric for data collection from samples. An observation that 

was closely predicted to be positive and one that was observed to be positive is called a fraction. 

Therefore, precision measures how accurate our model can predict positive results (i.e., how 

many are true positives). Precision of model show in figure. 5.After one-fold, the CNN model 

makes predictions, and we obtain the following: 

 

True 

Labels 

Predicti

ons 

Correctly 

Predicted 

1 1 
True Positive 

(TP) 

0 1 
False Positive 

(FP) 

1 1 
True Positive 

(TP) 

0 0 
True Negative 

(TN) 

 

Recall: 

A metric that determines whether the data is retrieved correctly is called recall. This is also called 

sensitivity, and it is the proportion of correctly predicted positives to the total amount of positives 

(positives) that occur. As a result, recall measures the number of actual positives (total) captured 

by the model. Recall of the model is show in figure.6 

𝑅 =
 True Positives (TP) 

 True Positives (TP) + False Negatives (FN) 
 

F1-Score: 

Test accuracy is measured by this metric. Recall and precision are weighted averages of the F1 

score. It makes sense even when there is uneven distribution, since it attempts to strike a balance 

between precision and recall. 

𝐹 1 = 2 ⋅
𝑃 ⋅ 𝑅

𝑃 + 𝑅
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Fig. 7: Recall       Fig. 8: F1-Score 

 

Table 1 describe the data that is used to collect and analyze data in order to assess the success of 

our CNN with attention model in identifying patients with kidney disease. It demonstrates 

accuracy of 99.87%, meaning it accurately predicts all cases of kidney disease in patients. A 

harmonic mean of the accuracy and recall values was calculated to evaluate the model's 

effectiveness based on precision versus memory. F1 score of the suggested model is perfect as 

show in figure.7. In addition, she achieved a perfect 100 percent on her last exam. 

Whether or not a predicted outcome is supported is determined by the number of outcomes or 

responses within each class. 

  Precision Recall F1-score Support 

Cyst 0.995025 1.000000 0.997506 200.000000 

Normal 1.000000 1.000000 1.000000 202.000000 

Stone 1.000000 0.995000 0.997494 200.000000 

Tumor 1.000000 1.000000 1.000000 200.000000 

accuracy 0.998753 0.998753 0.998753 0.998753 

macro 

avg 

0.998756 0.998750 0.998750 802.000000 

weighted 

avg 

0.998759 0.998753 0.998753 802.000000 

Table 1: Model evaluation report table 

The results of the study prove the benefits of the ensemble CNN approach for carrying out 

medical image analysis, in particular, the detailed performance metrics. This strategy lays out a 

sound basis for the inclusion of the model in actual diagnosis process, which is important in 

improving kidney image analysis and effective diagnosis of the disease in practice. The optimal 

dropout rate of 0.5 achieved increasing the model by preventing overfitting which was crucial in 

improving the generalizations of the model. In the context of kidney image analysis, these 

findings, coupled with the K-fold cross validation evaluation metrics clearly demonstrate the 

efficiency, reliability and validation of the convolutional neural network (CNN) model. The 

model was able to achieve good coverage and completeness across these metrics, which 

correspond to its ability to analyze kidney images with accuracy high enough to useful the end 

users. 

Conclusions  

In this study, we present a new method to classify ovarian cancer and retinal damage on the basis 

of histopathology images caused by glomerulus damage. The study employs advanced 

segmentation techniques and deep transfer learning models, including CNN with attention, in 

order to obtain promising results in terms of accuracy, loss, root mean square error, precision, 
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recall, and F1 score. Optimization of the results was also accomplished with Adam optimizers. 

The best model is CNN with attention, as it performed 99.87% accurately in validation tests. As 

a first step, a thorough analysis of the use of a deep learning model for detecting and classifying 

kidney disease must be conducted. Diagnosing kidney disease should not be the sole focus of this 

approach. Further, the limited training dataset suggests a greater data set is needed to improve the 

models' applicability. For future model performance to be stronger and more reliable, it is 

essential to expand the dataset. Obtaining larger and more comprehensive datasets will require 

collaboration with medical institutions 
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